Optimizing Shipping Operations through Real-Time Monitoring and Control: A Decision Support System for Container Stripping Processes
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Abstract: The shipping industry plays a vital role in the global economy, with container shipping being one of the critical components. Shipping companies outline the time for customer stripping days in its contracts. The availability of the containers depends on the stripping days. The stripping days’ tardiness will hinder the availability of the containers. Therefore, it is fundamental for shipping companies to monitor both the actual condition and the contract condition of stripping days to estimate container availability and prompt customers to expedite the unloading process. However, there has yet to be a tool for monitoring the actual and the contract conditions. In this study, we used the recorded container stripping data to analyze container stripping days, tardiness, and other important parameters that indicate the performance and reliability of stripping containers. These data were post-processed and analyzed using data mining methods, and the resulting information was visualized using a dashboard to facilitate quick and effortless monitoring the dashboard in this study depicts post-processed data on container stripping days and tardiness for each port of discharge, cargo, customer, and other parameters. The dashboard was constructed using Google Data Studio. As a result, the dashboard is expected to help companies monitor, control, and analyze customers with high tardiness, allowing companies to act and ensure that the number of available containers after stripping meets demand at a given time.
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Introduction

The shipping industry, which includes container shipping as a critical element, plays a vital role in the global economy [1]. According to The International Chamber of Shipping (ICS), the international shipping industry carries approximately 90% of the world’s trade, accounting for 11 billion tons of goods annually, equivalent to 1.5 tons per person based on the current global population [2]. Furthermore, with an average annual growth rate of 3.8%, seaborne transport is projected to surpass 16.5 billion tons by 2030 [3].

Container assets, or the containers used to transport cargo, are crucial resources that must be efficiently managed to ensure a timely and cost-effective transport of goods. One factor that can impact container assets’ efficiency is container stripping processes or unloading cargo from containers. The longer it takes to strip cargo from a container, the longer it will take for that container to be available for reuse; which can negatively impact the company's overall efficiency and profitability [4]. To address this issue, many shipping companies have established contracts with their customers outlining the number of days allowed for stripping. However, monitoring and controlling the implementation of these contracts in real time has proven to be a challenge for many shipping companies. The current systems and processes often need an integrated, sound decision support system, and structured data sources to quickly identify and address the deviation from the agreed-upon stripping days. To effectively manage its container assets and optimize turnaround time, a shipping company requires a tool or a system that can monitor and control container stripping processes in a practical and real-time manner. Examples can be derived from Martius et al. [5] who used machine learning to forecast the worldwide empty container availability, and Gençer and Demir [6] who used mixed-integer linear programming
and scenario-based stochastic programming to optimize the empty containers. In addition, Budipriyanto et al. [7] used a simulation approach to solve the empty container problem.

To address this issue, the approach taken in this study involves the utilization of a dashboard – a visual display of critical information integrated on a single screen. [8]. Hapag-Lloyd also utilizes a customer dashboard to provide transparency on vessel port arrivals amidst the chaos caused by Covid-19 congestion on the US West Coast, Port of Yantian, and the obstruction of the Suez Canal [9]. Other researchers have designed dashboards for other wide-ranging aims such as monitoring shipping container reparation [10]. Thus, the dashboard has been applied in various fields.

In this study, the dashboard will be created using data mining methods and visualization techniques and implemented using Google Data Studio [11] and R software [12]. While there is an existing research on using dashboards in shipping operations, much of it focuses on operational metrics rather than strategic ones. In addition, the research is not fully integrated with the company's systems and processes. This study aims to fill this gap by developing a more strategic, integrated, and effective dashboard for monitoring and controlling container stripping processes. The strategic dashboard is aligned with the company strategy and goals, i.e., to track and monitor the real-time stripping process. The designed dashboard presents the key performance indicators (KPIs) to achieve the goal. Additionally, it integrates various datasets, i.e., the customers, marketing, and liner planner datasets. The designed dashboard effectively facilitates data interpretation and comprehension among users, owing to its clear and concise presentation of information.

Furthermore, this study will examine the best practices for implementing and using dashboards in shipping line operations. The Google Data Studio Dashboard can track and monitor the real-time stripping process. The supervisors can predict the availability of the containers and make some policies if the container demands exceed the availability. Overall, developing and implementing a dashboard for monitoring and controlling container stripping days may significantly improve a shipping company's efficiency and profitability by allowing real-time tracking and management for its container assets.

Liner Terminology

Stuffing and Stripping

Stuffing and stripping are activities related to logistics services that involve the unloading and loading of goods from and into shipping containers [13] respectively. Stripping refers to the process of removing goods from shipping containers or containers. Inbound stripping involves removing goods from shipping containers or containers within the warehouse. In contrast, outbound stripping refers to the removal of goods from shipping containers or containers, typically performed outside the warehouse or at the customer’s location.

Stuffing, on the other hand, refers to the loading of goods into a container. When goods are loaded or inserted into shipping containers within the warehouse, it is called inbound stuffing. In contrast, when the loading or insertion of goods into shipping containers occurs outside the warehouse or at the customer’s location, it is referred to as outbound stuffing. These activities are essential for logistics and supply chain management as they ensure that the goods are adequately loaded, protected, and transported to their destination.
**Port of Loading (POL) and Port of Discharge (POD)**

The Port of Loading (POL) is where goods (containers) are loaded onto a ship. It serves as the starting point of the cargo’s journey and is typically situated at its place of origin. The cargo is usually loaded onto the ship by a crane or other loading equipment, and the necessary shipping documentation is completed at this point.

The Port of Discharge (POD) is where the ship voluntarily and without any required reason discharges part or all of its cargo [14]. It is the final destination of the cargo’s journey and is typically located at the shipment's intended arrival point. The cargo is usually unloaded from the ship by a crane or other unloading equipment, and the necessary shipping documentation is completed at this point. The Port of Discharge is also where customs clearance and other import formalities take place. The Port of Loading and Port of Discharge are essential pieces of information for logistics and supply chain management as they determine the cargo’s route and the estimated time for it to reach the destination.

**Methods**

**Tardy**

Tardy is an adjective that means late or behind schedule. In a contract, tardiness could refer to lateness or delay in meeting the contract’s stipulated terms. The tardiness in fulfilling the terms of a contract can result in various consequences, including financial penalties of even termination of the contract [15].

**Data Mining**

Data mining is discovering interesting patterns, models, and other types of knowledge in an extensive data collection. Data mining can also be interpreted as a semi-automatic process for extracting and identifying potentially practical and beneficial knowledge stored in databases using statistical, mathematical, artificial intelligence (AI), and machine learning techniques [16]. Therefore, data mining is often regarded as a stage within the broader process of acquiring knowledge. However, the data obtained must be prepared by performing data cleaning, integration, transformation, and selection to reach the data mining stage. Data cleaning aims to remove inconsistent and outlier data. Data integration aims to combine or merge data from various sources. Finally, data transformation is the process of adapting the data’s form to fit the requirements of data mining, often through aggregation or summarization [17] [18].

**K-Means Clustering**

K-Means clustering is the most commonly used unsupervised machine learning method for partitioning a given dataset into groups [19]. It is a popular choice due to its ease of implementation, capability to handle large datasets, and its ability to facilitate understanding and communication of findings. Moreover, it is fast, efficient, and suitable for real-time applications [20]. The analyst can determine the number of groups that emerge beforehand, represented by “k.” This classification is performed to ensure that objects within one cluster are as similar as possible, while objects from between clusters are made as different as possible. Each cluster will be represented by the average points given to the cluster, also known as the centroid. The standard k-means algorithm is the Hartigan-Wong algorithm. This algorithm defines the total variation within a cluster as the sum of the Euclidean Distance squares between objects and the corresponding centroid [19].

The Hartigan-Wong algorithm is a classical clustering algorithm, which was developed by Hartigan and Wong in 1979 [21]. The basic concept of k-means is choosing k clusters \( \{C\}_j^k \) which minimizes:

\[
\sum_{j=1}^{k} \sum_{x \in C_j} \| x_i - y_j \|^2
\]

Where \( x = R^d \) is a d-dimensional real number, \( \| \cdot \| \) denotes the Euclidean norm, \( \{C\}_j^k \) is the possible cluster from \( j = 1, \ldots, k \), and \( k \) is a given parameter [22].

**Dashboard**

Visualizing or presenting data in a visually appealing manner will effectively help analyze the data. This analysis serves various purposes, such as conducting an initial investigation, confirming or disputing data models, and explaining it with mathematical or algorithmic concepts [23]. A dashboard is a visual or graphic representation of information. The purpose of creating a dashboard is to assist organizational managers in
planning, designing, implementing, and organizing questions to identify work. Dashboards are currently widely used for real-time monitoring and analyzing business processes [24]. They also help users make effective decisions [25]. However, for this to occur, the design and displayed results must provide transparent information. In many cases, dashboards fail to effectively and efficiently communicate because of poor design implementation, e.g., the dashboard is cluttered with too much information on features, lack of context, inconsistent design such as different fonts, colors, or layout, insufficient information in the visualization, and lack of customization [25].

Yap [26] provides suggestions to improve the design of a dashboard, which include the following: Redundant visual representation, ensuring a clear layout of input and output objects, using colors for indicators, storytelling and creating visual synergy, and defining the scope of the application and range of the data.

**Data Preprocessing**

This study's data is retrieved from one of the shipping liner company's internal operational data related to container stripping processes, which consists of 26 variables and the customer's contract data. First, the data preprocessing initializes, formatting the raw data into the same format following the annex. Subsequently, it cleans the dataset, joining the stripping and contract data to carry on the data processing process later. The data preprocessing was carried out using R.

As per the request of the shipping liner, the dashboarding was built using the free version of Google Data Studio (GDS). However, the GDS free version has some limitations. For instance, the uploaded file is subject to a 100 MB file size limit per data set [27]. Consequently, the original dataset will be aggregated and pre-calculated using R. The concise datasets will then be uploaded to GDS. These steps will also speed up the GDS performance.

**Results and Discussions**

**Data Processing**

The primary dataset comprises 26 variables, including various features such as booking number, customer data, start and end dates of the stripping process, etc. The data was collected over nine months and comprised a total 682,486 rows of data. Additionally, there is a supporting dataset which contains information about customer contracts with the company. This dataset includes details about the stripping deadline or free time provided by the company to the customer for the stripping process. During the preprocessing stage, the supporting dataset was joined with the primary dataset.

The initial step in data processing involves subtracting the start date from the end date of the stripping process, resulting in the stripping time. We compared the stripping time to the deadline to compute the tardiness or delay; then, we aggregated various statistical measures such as mean, standard deviation, and frequency for unique characteristics such as POL, POD, size, cargo, and customer. This aggregation helps us to reveal hidden insights associated with specific unique attributes. Since the frequency of each unique characteristic may vary, the aggregation results are properly weighted to ensure a fair calculation of the mean.

**Weighted Mean Tardy**

First, the mean and standard deviation aggregation of stripping days, tardiness, and frequency aggregation are calculated for each specific port of discharge (POD), loading (POL), size, cargo, customer, and grade. Next, the frequency aggregation is calculated for customers sharing the same POD and POL. Finally, the weighted stripping day and weighted tardiness are defined as the multiplication of aggregation means and aggregation tardiness times the frequency consecutively.

**Clustering**

The clustering process aims to group the data based on the average tardiness and stripping volume in TEUs (twenty-foot equivalent units) and explore the characteristics of each group. Since those two features have different measurements, we first standardized them. This standardization prevents any attribute from dominating another attribute due to significantly different values [28]. Then, we deduced the optimal number of clusters based on the within-cluster sum of squares (WCSS) of the standardized dataset. The within-cluster sum of squares (WCSS) measures the total distance between each data point and its corresponding cluster center. The objective of K-means clustering is to minimize this distance, indicating an aim to minimize the WCSS for a given number of clusters [29].
In this study, we employ K-means clustering as it is essential to consider the characteristics and underlying patterns of the data under analysis [30]. In this research, one approach that can provide more valuable insights is to split the analysis based on the container size (20 DC & 40 HC) and grades (A, B, & C). This approach helps reveal patterns and specific trends to different container sizes and grades. It can also reveal any unseen relationships that may not be apparent when analyzing the entire dataset, enabling a more focused analysis that aligns with the business goals of users [20]. To determine the optimal number of clusters, we can use the elbow method, which involves plotting the WCSS as a function of the number of clusters and identifying the "elbow" point in the plot where the rate of WCSS reduction begins to level off. This point indicates a good trade-off between the number of clusters and the WCSS, as increasing the number of clusters beyond this point would result in diminishing returns in terms of WCSS reduction [31]. However, it is essential to note that choosing the optimal number of clusters is subjective. The current approach shows that each splitting dataset has three clusters. Figure 3 exhibits an example of an elbow plot for Container 20 DC grade A. Finally, clustering using K-means is performed based on these two features.

Dashboard Design

The dashboard for comprehensive and in-depth analysis of the stripping process comprises three pages, each offering interactive features that allow users to quickly identify key performance indicators such as the average stripping days, stripping frequency, and tardiness. The first page of the dashboard (Figure 4) is a visual that displays this information through a combination of columns, bubble maps, scorecards, doughnut charts, and gauge charts. The columns are divided into three sections, namely POD, Cargo, and Customer, making it simple to pinpoint which ports, cargo, and customers exhibit the highest stripping frequency and tardiness. The bubble map feature is convenient as it allows users to visualize the stripping frequency in terms of bubble size and tardiness in terms of bubble color across all ports. This feature provides valuable insights into regional trends and patterns. The bubbles on the map are color-coded, with greener bubbles representing negative average tardy values, indicating that the stripping was done earlier than the scheduled time. Conversely, bubbles closer to red represent more negative average tardy value, indicating that the stripping was completed later than the scheduled time.

The scorecard feature provides a quick overview of the total stripping frequency and total number of customers, making it easy to identify overall performance trends. In addition, the doughnut chart, which breaks down customers, allows users to see which customers contribute the most to the stripping activity. This information is valuable for identifying opportunities to improve customer relationships. Finally, the gauge chart for the global average stripping days allows users to quickly acknowledge the stripping activity's overall performance. Users can also easily customize the display on this page by utilizing the slicer feature. They can filter the data based on container size, POD, container class, segmentation, and month. This feature lets users focus quickly on specific aspects of the data that are most relevant to their needs, allowing them to make more informed decisions.

The second page of the dashboard (Figure 5) provides stakeholders with a visual representation of the clustering results, enabling them to identify patterns and categories in the data. The bubble chart feature allows users to
quickly identify areas with high stripping frequency and high average tardiness. Similar areas with similar characteristics are grouped into clusters and assigned a uniform color to be easily distinguished from one another. The color of the bubble distinguishes it from other clusters. Additionally, it can help them prioritize resources and make data-driven decisions based on the tendencies of specific combinations of size and container grade. As the stakeholders can focus on specific regions using the POD dimension, they are also allowed to identify patterns and trends in the data that may not be apparent when looking at the data as a whole, allowing them to make more informed decisions. This display can help users to optimize their performance and increase the efficiency of their operation.

Figure 4. First page of the dashboard

Figure 5. Second page of the dashboard

Figure 6. Third page of the dashboard
The last page of the dashboard (Figure 6) employs a stacked combo chart that includes the POD dimension, minimum, maximum, lower quartile, and upper quartile metrics for tardiness. This feature benefits stakeholders by allowing them to review tardiness data more comprehensively. For example, they can analyze the average tardiness and the variance of tardiness within each POD. Additionally, by using the slicer to filter the data by month, users can identify trends and observe tardiness trends over time. Furthermore, a smaller variance/standard deviation indicates a narrower data distribution, which can help inform decision-making and contribute to improve overall performance. The color aspect will help users to identify the range between minimum and maximum tardiness, enabling them to comprehend the tardiness data quickly and highlighting areas that require improvement. Red denotes the maximum tardiness, while green denotes the minimum tardiness. Quartiles are marked with yellow.

**Discussion**

The cluster summary, obtained after carrying out the clustering process based on stripping volume and average tardy, provides a detailed breakdown of the characteristics of each cluster. This summary is shown in Tables 1-6. These tables typically include information such as the number of observations in each cluster, the mean and standard deviation of the clustering variables (stripping volume in TEUs and average tardy, in this case), and any other relevant characteristics of the observations within each cluster. This information enables a deeper understanding of the patterns and similarities within the data and facilitating further analysis or decision-making.

As seen from Table 1-3, it is clear that the container stripping process for 20 DC containers (grades A, B, and C) tends to complete earlier than the contract's limit time, as indicated by the negative tardy values. However, regarding the 40 HC containers, particularly those in grades B and C, it is evident from Table 5-6 that several clusters display positive average tardy results, indicating a tendency towards delayed stripping processes. This finding can provide valuable insight for the company, suggesting that improving the container stripping process for these 20 DC containers may be a low priority. Therefore, it may be beneficial to further investigate the causes of delay in the 40 HC Grade B and C containers by consulting Tables 7 and 8.

Table 7 illustrates a significant need for improvement in container stripping for 40 HC Grade B containers, particularly in the few PODs identified as ID AAA, ID BBB, ID CCC, and ID DDD, as indicated by the high level of tardiness shown in the table. Similarly, Table 8 suggests that the primary concern for improving the container stripping for 40 HC Grade C containers is in the PODs of ID AAA, and ID BBB. Notably, a particular focus on ID AAA and ID BBB is warranted as this POD has consistently exhibited longer tardiness than other ports. Hence, immediate attention is required to improve overall efficiency and reduce delays in the container stripping process.

**Table 1. Clustering container 20 DC grade A**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>119,328</td>
<td>-5.66</td>
</tr>
<tr>
<td>2</td>
<td>45,787</td>
<td>-3.75</td>
</tr>
<tr>
<td>3</td>
<td>30,980</td>
<td>-16.28</td>
</tr>
</tbody>
</table>

**Table 2. Clustering container 20 DC grade B**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51,863</td>
<td>-4.06</td>
</tr>
<tr>
<td>2</td>
<td>21,454</td>
<td>-1.11</td>
</tr>
<tr>
<td>3</td>
<td>12,887</td>
<td>-17.27</td>
</tr>
</tbody>
</table>

**Table 3. Clustering container 20 DC grade C**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14,644</td>
<td>-1.74</td>
</tr>
<tr>
<td>2</td>
<td>17,937</td>
<td>-3.11</td>
</tr>
<tr>
<td>3</td>
<td>2,911</td>
<td>-17.73</td>
</tr>
</tbody>
</table>

**Table 4. Clustering container 40 HC grade A**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,250</td>
<td>-1.74</td>
</tr>
<tr>
<td>2</td>
<td>39,670</td>
<td>-3.11</td>
</tr>
<tr>
<td>3</td>
<td>6,182</td>
<td>-0.93</td>
</tr>
</tbody>
</table>

**Table 5. Clustering container 40 HC grade B**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12,578</td>
<td>-5.28</td>
</tr>
<tr>
<td>2</td>
<td>940</td>
<td>2.53</td>
</tr>
<tr>
<td>3</td>
<td>2,034</td>
<td>-11.91</td>
</tr>
</tbody>
</table>

**Table 6. Clustering container 40 HC grade C**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TEUs</th>
<th>Avg tardy (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6,894</td>
<td>-8.39</td>
</tr>
<tr>
<td>2</td>
<td>19,196</td>
<td>-4.67</td>
</tr>
<tr>
<td>3</td>
<td>228</td>
<td>17.75</td>
</tr>
</tbody>
</table>

**Table 7. Cluster 2 container 40 DC grade B**

<table>
<thead>
<tr>
<th>POD</th>
<th>Avg tardy (Days)</th>
<th>Frequency</th>
<th>TEUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID AAA</td>
<td>21</td>
<td>14</td>
<td>28</td>
</tr>
<tr>
<td>ID BBB</td>
<td>7.68</td>
<td>38</td>
<td>76</td>
</tr>
<tr>
<td>ID CCC</td>
<td>3.88</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>ID DDD</td>
<td>1.31</td>
<td>139</td>
<td>278</td>
</tr>
<tr>
<td>ID FFF</td>
<td>0.54</td>
<td>191</td>
<td>382</td>
</tr>
<tr>
<td>ID HHH</td>
<td>-1.13</td>
<td>16</td>
<td>32</td>
</tr>
</tbody>
</table>

**Table 8. Cluster 3 container 40 DC grade C**

<table>
<thead>
<tr>
<th>POD</th>
<th>Avg tardy (Days)</th>
<th>Frequency</th>
<th>TEUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID AAA</td>
<td>28.84</td>
<td>56</td>
<td>112</td>
</tr>
<tr>
<td>ID BBB</td>
<td>6.95</td>
<td>57</td>
<td>114</td>
</tr>
</tbody>
</table>
To ensure that the proposed dashboard is genuinely effective in monitoring, controlling, and analyzing customer data, it is crucial to conduct user testing and evaluations as part of future research. User testing, which involves gathering user feedback, is valuable for understanding satisfaction levels, ease of use, and overall success in achieving desired goals. Additionally, the dashboard's performance can be objectively measured by utilizing various usability metrics such as task completion rates, error rates, and time on task. It is essential to track key performance indicators (KPIs), such as supervisors' success in predicting container availability and making policies in case of exceeding container demands, to gain even deeper insights into the dashboard's effectiveness. However, it is critical to follow standard user experience (UX) research methodologies, such as usability testing, heuristic evaluation, and user feedback surveys, to ensure the validity of the measurement methods.

By combining these techniques, we can gain valuable insights into the effectiveness of the proposed dashboard in achieving its intended goals. Ultimately, this feedback can then be used to refine and improve the dashboard, ensuring its continuity to monitor, control, and analyze customer data.

**Conclusion**

The designed dashboard helps the company streamline its workflow by allowing them to clean and process data more efficiently. The dashboard also allows companies to conduct more in-depth data analysis. Based on a few samples of data monitored through the designed dashboard, it can be concluded that not all PODs (Ports of Discharge) experience delays as initially suspected. When compared to the agreed-upon contract duration, only a few PODs for certain combinations of size and grade containers experience delays. Out of the six combinations of size and grade containers, only two require the company's primary focus: 40 HC grade B containers and 40 HC grade C containers. These two combinations have a small number of volumes (in TEUs) but a relatively high average delay compared to the other combinations.
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